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CEMA DDFRM Landscape on the Tactical Edge
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FM 3-38, Cyber Electromagnetic Activities, February 2014

1. Denied, Disrupted, Intermittent, and Limited (DDIL) and 
Anti-Access Area Denial (A2/AD) conditions

2. Coordinated CEMA attack

3. Attack on specialized tactical Industrial Control Systems (ICS), 
Supervisory Control and Data Acquisition (SCADA), and Internet 
of Things (IoT) equipment

4. Local-only network attack
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Data Fusion (DF) and Resource Management (RM) 
Frameworks in Kill Chains

 Correlated DF functions in orange boxes support:
 Hostile mission and intent assessment
 Optimal weapon assignment and precise designation
 Weapon operations e.g., 

 Offensive Cyber Ops (OCO) / Electronic Warfare (EW)
 Defensive Cyber Ops (DCO) / Electronic Counter 

Measures (ECM)
 Network / EM maneuver
 Endpoint reconfiguration

 Battle Damage Assessment (BDA)
 Possibly re-targeting

 Cyber kill chain
 Reconnaissance 
 Weaponization
 Delivery 
 Exploitation 
 Installation 
 Command & Control
 Actions on Objectives
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Background is Joint Publication 3-60, Joint Targeting, 28 September 2018



DDFRM-CEMA Architecture Major components
 Ontology

 Formal and extensible ontology that can go 
from CEMA modalities to real-world 
behaviors 

 A-box and T-box (assertional and 
terminological components)

 Distributed Data Fusion
 Directed Acyclic Relationship Graph (DARG)

makes inferences (hypotheses and 
likelihood ratios) from sensor and data 
sources to objects and events and linkages-
between and predictions-about them.  

 Other nodes and modalities

 Resource Management
 Adapts the data fusion system to CEMA 

sensors and data sources using a situation 
dependent lattice of mission goals valuing 
optimal information-gathering observations 
and indicators. 

5



CEMA Ontology has Disparate Layers
 Many data layers typically considered in CEMA 

contexts
 Upper layers could include:

 Political, Military, Economic, Social, Information, 
Infrastructure, Physical Environment, and Time 
(PMESII-T), 

 Diplomatic, Information, Military, and Economic 
(DIME)

 Areas, Structures, Capabilities, Organization, 
People and Events (ASCOPE) 

 Layers are “disparate”, 
 essentially different in kind 
 do not easily allow comparison or synthesis

 Three major challenges:
 Alignment and normalization
 Association to create a complete evidential picture 

of the operational domain
 Exploitation to extract/assess the existence of 

Commander’s Critical Information Requirements 
(CCIR) or Priority Intelligence Requirements (PIR)
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Non Realtime (NRT) Feeds
• Message (e.g., USMTF, 

AMHS)
• RSS
• Weather

Intelligence Layers
• Threats
• AOB / GOB / NOB / EOB
• Assessments
• Targeting
• Cyberspace Order of Battle

Cross-Functional Data Layers
• UN, host nation, NGO
• Regional cooperation 

relationships
• Mission Partners
• Climate, ecosystem 

applications
• Demographic, human 

geography
• Logistics plans and operations
• Operation/concept plans
• Checkpoints, MSRs, LOCs

Shared Foundation Databases
• Map, topographic data
• Imagery data
• EMOE, EMS
• Cyberspace Terrain and 

Topography



Formal Foundation and Multiple Standards

 Formal means the ontology has a 
mathematical foundation

 Set theoretic and higher-order for 
classification

 Four dimensional for continuity 
from past to present to possible 
futures

 Mereologic to deal with parts and 
wholes

 Mereotopologic to deal with 
boundaries and borders

 Many inter-related cyberspace 
data standards and Tbox sources
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CEMA Data Fusion
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 Graphical-based analysis with nodal and edge-
wise relationships represents layered data

 Cross-layer (graph) association and associated 
evidence-to-PIR/COP queries by graph-
matching

 Bomb attack example shows template (pattern) 
and application to disparate data
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Directed Attributed Relational 
Graphs (DARG)



Graph Association

 (A) G1 and G2, share some similarities 

 (B) Common subgraphs between the two graphs

 (C) Maximum common subgraph (MCG)
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CEMA Distributed Data Fusion
 T-Box on right:

 Attack data
 Patterns and their steps, a type of TTP
 Known or suspected threats

 Cyberspace topography and Electromagnetic Operating Environment 
(EMOE)

 Ownforce data
 Vulnerabilities
 Plans

 A-Box on left:  JDL levels for CEMA
 Level 0:  Normalize Observations and Features (OF) from many 

sources
 Level 1, objects and events

 Hypothesize Attack Pattern Steps (APS) and Attack Patterns
 Infer Attacker Type and Objective Type

 Level 2, associations and linkages
 Spatio-temporal groups
 Critical ownforce capability to AP
 Missions from attack patterns

 Level 3, predictions
 Attacker type
 Objectives to vulnerabilities
 Attacker CoA

 Multi-node at every level
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DDFRM-CEMA Resource Management 
 Information Based Sensor/Source Management (IBSM)
 Level 4 data fusion process that is a holistic information 

satisficing solution 
 Transfer information not just data
 Mission valued information
 Maximize the probability of obtaining that information
 Obtain the information in a timely manner

 Situation Assessment Situation Information Expected Value 
(SIEV) net measures information by the expected decrease in 
uncertainty in the Commander's Critical Information 
Requirements (CCIR) value such as to disambiguate fusion 
hypotheses

 Uses a situation dependent lattice of mission goals mission 
goals in the mathematical form of a lattice and then adjoin to 
each of the goals a computed mission value, we have a goal 
lattice and an ordering relation, considered to be is necessary 
for the accomplishment of

 Assign relative values to relevant information-gathering actions 
to maximize the Expected Information Value Rate (EIVR) -
utilize the change in entropy as a measure of information 

 Cues sensors to collect additional data (e.g., detailed logs) and 
pulls information from data sources (e.g., Big Data Platform) 
using Applicable Function Table that are impractical to push to 
the node (e.g., PCAPs)
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Coordinated CEMA Simulations for DDFRM Lab Testing
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Joint Communications Systems Simulator 
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Scenario as UML/UAF 
Sequence Swimlane

Diagram
Information 
Exchange 

Requirements 
(IER)

Information 
Exchange 

Requirements 
(IER)

Explore, Experiment, Exploit

IAP router CPU under DDoS



Leveraging New AI Technologies
 Cueing from and Explaining Anomaly Detector. The AI 

detects an anomaly but cannot understand or explain it.  IBSM 
could pull Observations and Features and cue the DARG to see 
if weak hypotheses that could explain the anomaly could be 
strengthened.  This would be an example of explainable AI.

 Automated Knowledge Base Statistical Learning.  In the first 
picture, the DF’s knowledge base priors (e.g., p(H0), p(H1), 
normalcy statistics, attack pattern step transition probabilities 
and statistics) are learned in realtime by treating hypotheses 
confirmations or disconfirmations as accumulations as new 
samples.  A Kalman-like filter could enable their adaptation for 
temporal drift or process changes over time using a social 
process.

 Automated Attack Pattern Learning and Correlation.  Types 
of Observations and Features are clustered to form new 
provisional Attack Pattern Steps (pAPS).  These pAPS and 
existing APS accumulate into new or variants of existing Attack 
Patterns (AP).

 Disambiguation with Deep Analytics. An assistant to the DF 
process could conduct deeper analysis of fusion hypotheses 
ambiguities.  For example, it could use Power Spectral 
Densities (PSD) developed from the data lake to understand if 
there were spurious spectra in the knowledge base statistics 
that could separate the hypotheses.
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16

UNCLASSIFIED

UNCLASSIFIED


