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Executive Summary

This project describes the creation of a Next Generation Fusion Architecture, an open
information architecture, for Command and Control (C2), and Weapons Control systems that
require advanced sensor and data fusion. This Next Generation Fusion Architecture provides a
foundation for advanced fusion algorithms including non-kinematic level 1 fusion, level 2 and 3
complex assessments, more broadly scoped Situation Awareness and Battle Management
information analysis, and level 4 process adaptation. The architecture supports increased
automation and higher quality data fusion through enforced integration and integrity of data —
thus allowing advanced mechanisms, such as ontology-based inference, as well as the ability to
execute multiple kinds of fusion algorithms that interoperate autonomously, yet synergistically.

In the body of this document, we describe an open architecture for Advanced Data Fusion that
builds on top of the existing Navy Open Architecture. Such an architecture is now recognized
as necessary for advancing Data Fusion. We are inserting a formal & rigorous approach to
data modeling into the mission system that will broaden AHE interoperability, support plug-and-
play fusion algorithms, and structure reference and intelligence databases so they can be used
by fusion algorithms. We have matured, tested, and validated the technology - and we are
ready to implement it now. We have already done experiments with heavy sensor loads and
tracking, correlation, and ELINT algorithms. We've been building towards this for years, on
major systems such as ACDS / SSDS, in work for OSD and SECNAYV, in SBIR’s, and in IRaD.
The approach is open-ended, and provides the foundation for a future technology side we are
also working on -- for knowledge-level semi-automated fusion and inference. The NGC AHE
team agrees and is eager to work with us.

The motivation for open architecture fusion is that all current approaches to fusion have
reached a “sound barrier” that prohibits further advances in fusion much beyond tracker and
correlator technologies originally developed in the 1970’s and 80’s. Those advances were the
result primarily of mathematical achievements (e.g., the Kalman filter) and signal processing
(e.g., CFAR detectors). Advancements to non-kinematic level 1 fusion, such as multi-source
identification, have not been as rapid or successful as would be expected (see, for example,
[62]) given the growing fusion community, and the explosive growth of computing technology.
Advances in non-kinematic fusion are decreasingly limited by processing speed and power, yet
increasingly limited instead by scale, integration, and interoperability issues. For instance, the
complexity of the input data for level 1 target ID processing is staggering -- a priori sources are
difficult to manage, to groom for automated processing, and to account for in a mathematically
rigorous algorithm set. This is even truer for higher levels of fusion. One solution to this is to
make it easier to plug in new algorithms that access more information and more types of
information. Our ontologic fusion architecture does just that, as the experiments conducted in
this Phase 1 indicated.

SBSI staff experience with advanced fusion has convinced us that the problem is the lack of a
comprehensive, consistent, and open architecture — especially the data layer. A fundamental
difference between advanced fusion (such as Multi Source lIdentification or MSID) and
kinematic fusion (such as tracking) is the number of inter-related data elements required. SBSI
personnel worked on MSID problems as early as 1983, as part of the NAVSEASYSCOM
Advanced Sensor Integration (ASI) and Tactical Distributed Processing (TDP) 62 research
projects. Embedded computing and data management technology throughout the 1990’s
proved insufficient to this task causing many advanced fusion projects to be dramatically
reduced or abandoned. At the same time, promising results from research have hit another
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barrier — the integration barrier. Even a seemingly good result from a fusion experiment may be
too difficult to integrate into the existing BMC2 or C4ISR system because the existing
architecture so tightly weds the embedded data structures to the algorithms and using
applications. A way to decouple the algorithms from the data, and to make the data “public” is
needed.

With the clear understanding of what was stalling fusion progress in deployed systems, SBSI
staff began looking for solutions to the fusion “sound barrier”.

e At the International Information and Sensor Fusion (ISIF) conference in 2002, we
presented the theory of ontology-based fusion as method for achieving interoperability in
many independently developed “fuselets.” Now, one can scarcely attend a fusion
conference without a major emphasis on ontologies. Unfortunately, ontology is often
confused with data modeling, and, even then, the fusion community is stumped on how
to proceed. SBSI’s continuing work is providing the only viable pathway to effective and
efficient integration in fusion.

e The ontology-based fusion theory led to further interest in the possibility of
implementation. SBSI performed experiments on the feasibility of an embedded DBMS
supporting fusion ontology. We reported the results at the National Symposium on
Sensors and Data Fusion (NSSDF) in 2003. Those experiments showed embedded
DBMS and computing technology had advanced to the point that they could keep up
with a very intense fusion data access load, one based on Navy Combat System stress
tests. Those experiments are summarized in paragraph 3.1.

e Under Phase | of the SBIR, SBSI worked on formalizing the theory and performing the
next round of feasibility experiments. Since we were satisfied with the loading results
from our 2003 research, we wanted to know what was involved in conforming fusion
software to the open architecture environment. We did this with limited experiments,
using actual tracker and assignment algorithms from previous projects, a “1090” TPX-42
ATC tracker, Yakov Bar-Shalom’s Dynaest library Kalman, Oliver Drummond’s JVC, and
the SSDS Mk-2 “Y-NOT” correlator. These experiments are described in paragraph 2.3
and in detail in Appendix B.

This project continues to advance both the theory and implementation of this exciting and
promising new architecture. Now that we are satisfied with the loading of the implemented
ontology, and have significant insight into rehosting actual fusion algorithms within the
architecture, we need to experiment with integrating the AHE mission environment, and
conforming existing and emerging AHE fusion software to the architecture (e.g., the MSI, CID,
and ATO correlator software), Concurrently, we propose to continue developing the logic and
mathematics of ontologic inference networks, so the architecture will be ready to support even
more advanced fusion levels in the future.

This project addresses several situational awareness and data fusion problems that have
emerged:

e Fractured data: Data and information coming from diverse sensors and sources is
difficult to combine because of the diversity of storage media, file formats,
communication protocols, and technical interfaces. The first step in machine-supported
fusion is getting information into a standard format on a common device.

o Stand-alone and non-interoperable algorithms: A bewildering array of filtering algorithms
is available for addressing various classes of Level 1 tracking problems. Given a clearly
defined multiple target tracking situation, the fusion community is relatively good at
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identifying a small set of algorithms that should be tried, but currently we cannot enable
users to easily swap in alternative algorithms for varying situations.

e Isolated and non-interoperable sub-specialties The fusion community currently fails to
address fusion across technical sub-specialties: There are significant problems with
combining increasingly useful ATR image data fusion products with 3-D data about
sparse point-objects located in space.

e Inadequate prior knowledge utilization: Good analysts make use of enormous amounts
of prior knowledge when trying to understand current information from diverse sensors
and sources. In order for automated systems to support utilization of prior knowledge,
that information must be available to the system in a standard, machine-readable format

e Information scope brittleness and shortfalls. Most fusion algorithms, and virtually all
applied fusion algorithms, deal with a very narrow scope of information. For example, if
an entity can know and reason about only a few kinematics parameters, many — if not
most — kinds of logical inferences become impossible. Powerful inferential reasoning
generally builds on widely divergent types of information that combine to generate a
consistent understanding of the situation.

o Insufficient exploitation of weak and indirect evidence. In many cases, an analyst’s
assessment of a situation is not based on one single definitive piece of information, but
on an overarching assessment of many smaller indicators, any one of which would be
inconclusive — and many of which may be quite indirect. In order for automated systems
to exploit weak and indirect evidence, they must recognize and accumulate relevant bits
of information, and update assessed probabilities based on the evolving weight of
evidence.

Though the operational consequences of system shortfalls have largely been overcome by
improved human processes, this is not a long-term solution, particularly as more complex and
unplanned missions come to fore, as is expected by National strategy and planning. Further,
humans in the system now constitute bottlenecks, given that much more information is available
than humans can input and process in a timely manner.

There are also technical constraints in the ability to create complete solutions to these
problems, the greatest being the limits of intelligent computing. Despite the amazing advances
in computing speed and capacities, and some strong examples of artificial intelligence applied
in manufacturing and business, intelligent computing for military data fusion remains in its
infancy.

Important developments that have enabled this project are processing speed and capacity,
which now facilitate the ability to run real-time fusion algorithms against a managed database
instead of flat track files. We recognize this advancement as an enormous development for
fusion systems and consider it the primary contributor to addressing the problems described
above. Real-time fusion algorithms allow ontology-based fusion to have an ontology
foundation, just as in human reasoning. We conducted load experiments in 2003, followed by
actual algorithm implants in 2004, and have found this technology to be mature for use in fusion
systems.

In the area of intelligent computing, an essential development for this project has been the
technique of inference networks. Inference network techniques provide a way to cope with
massive amounts of interrelated variables via the Markov construction of the network that
explicates probabilistic and causal dependencies. Between the class structure, properties, and
inter-relationships of the ontology and the casual and correlated representations in the
inference network, there is much opportunity for advances in intelligent computing. Under
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Phase | of this SBIR, we have furthered inference execution formalization within an ontologic
structure, and have advanced mathematical techniques for operations with large networks.

Although there is still much to do in advancing a general theory of ontology and inference,
immediate benefits can be gained from the ontology running in a real-time DBMS, and providing
an integrated open architecture for multi-algorithm interoperation. Our objectives for Phase |l
are to continue advancing the general theory while, in parallel, stepping from our real-time
fusion DBMS test bed using limited fusion algorithms, to the NAVAIR test bed using a complete
fusion algorithms suite and priors data sources. This is the next logical progression from our
Phase | experiments and analyses, where we demonstrated that off-the-shelf fusion algorithms
can be plugged-and-played against the ontology (given wrappers) and that the ontology could
support real-time, uncertainty inherent in fusion processes, and interfacing with fielded data
sources such as TADIL-J. The next step from the NAVAIR test bed will be testing in a Fleet
and then Joint experiment, followed in Phase Il with technology transition into the production
systems. This will involve the rehosting of production system software to reside on top of the
ontology, and the formalization of new software for certification and life-cycle support.

The mission importance of this project is that it will provide the path for evolution of fusion
systems for decades, as algorithms are developed and inserted into the ontology and as the
theory of massive, indirect, and weak inference becomes more mature. This will provide very
near term benefits and well as long-term evolvability. It will support the rapid adaptation of
fusion systems to emergent, and future, mission requirements.

It is universally recognized that a comprehensive, open architecture is necessary for advancing
Data Fusion into the next generation, by inserting a formal & rigorous approach to data
modeling into mission systems. We have the experience and capability to fully develop an open
architecture for Advanced Data Fusion to support the full range of JDL fusion levels. In order to
assure interoperability across the spectrum of potentially contributing systems, it will be
important to build on top of — and maintain rigorous consistency with - the existing Navy Open
Architecture. The Advanced Data Fusion architecture will broaden AHE interoperability, support
plug-and-play fusion algorithms, and enable us to structure reference and intelligence
databases so fusion algorithms can use them natively. In Phase 1 we conducted successful
experiments with heavy sensor loads and tracking, correlation, and ELINT algorithms. These
culminate years of theoretical work, and demonstrate that we have matured the required
technology and we are ready to implement it now. We’ve been building towards this for years,
on major systems such as ACDS / SSDS, in work for OSD and SECNAYV, in SBIR’s, and in
IRaD. The architecture we envision will be open ended — and will lay the foundation for ongoing
evolutionary change to fusion levels 0 and 1, as well as revolutionary contributions to fusion
levels 2 through 4 — including case-based reasoning, ontology-based fusion, and knowledge-
based inference. Near the end of our Phase 1 effort, we met for 8 hours with 12 key members
of the NGC AHE technical team, and achieved unanimous agreement that our proposed Phase
2 approach can succeed and the products are necessary to achieve AHE goals and NGC
plans.

The NGC AHE technical team agreed that our proposed Open Architecture for Advanced Data
Fusion carries both (very low risk) short-term benefits and (medium risk) long-term benefits.
The approach supports both inter-platform data interoperability and intra-platform plug-and-play
for fusion algorithms (short term payoff). It enables native access to diverse reference
databases that will immediately support human analysis and eventually support machine
analysis (medium term payoff). It supports knowledge-based extensions (e.g., decision support,
ontological inference, expert systems) and enables experimentation with these (long term
payoff) so that these new and important fusion capabilities can be refined into practical realities.
The approach builds on top of existing Navy Open Architecture, but constitutes a significant and
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necessary extension in the area of Data Fusion that is based on 25 years of experience in the
both the research and operational Data Fusion communities.

The time is ripe for next generation data fusion. SBSI has a great deal of experience in this
area, and we have initiated development of a data fusion open architecture that builds on and
extends the Navy Open Architecture to facilitate and enable next generation data fusion. Our
data fusion open architecture will allow plug-and-play of fusion algorithms - for development,
experimentation, and in practice — to support all JDL fusion levels. Current algorithms at levels
0 and 1 (based on signal processing, statistical, and associative methods) are relatively mature
but can be further matured, could benefit from a wider diversity of source data, and can be
made easier to mix and match. Current algorithms at JDL levels 2 through 4 (based on decision
support, case based, and knowledge-based methods) are less mature. Our architecture
supports all these kinds of methods, and allows them to interact with each other across fusion
levels. To support the higher levels, systems will need access to various reference databases.
We know what many of these reference databases are, we know what must be done to prepare
them for machine processing, and we have done this before. We understand the requirements
for the Advanced Hawkeye, we understand where we fit in to the plans, and we can work well
with the system integrators at NGC. We would very much appreciate the opportunity to be a
part of the team that brings it to the AHE community. We understand the requirements for the
Advanced Hawkeye, we understand where we fit in to the plans, and we can work well with the
system integrators at NGC
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1 UNDERSTANDING OF THE REQUIREMENTS FOR
ADVANCED HAWKEYE NEXT GENERATION FUSION
ARCHITECTURE

The system and the software to which this document applies is ATDS software, build 9, and
beyond, with 10C projected in GFY010. The Advanced Hawkeye will give provide greater threat
detection capabilities over land and water, with greater range and precision than current

/ . Models and rules describing how data
Information Layer represents aspects of the environment

Com mon . . Rules on protocols for providing data
Appllcatlon Layer input and output for applications (OSI
Inte I'face < Presentation and Application layers)

ﬂ Rules on protocols for exchanging
Transport Layer data across the network (OSI Network,

Transport and Session layers)

. Rules for physical / electrical
PhySICaI Layer characteristics of network & hardware
K addressing (OSI Physical and Data
Link layers)

Figure 1. JBMC2 Common Interface Layers

systems. It is also intended to be the foundation for the Navy's theater air missile defense
function. New communications systems are designed to make it a major node in the Navy's
FORCEnNet information/decisions grid, enabling it to provide and integrate key information and
surveillance data, fuse decision data and provide forward control and communications
capabilities. The system will provide the enhanced airborne C2 and expanded surveillance
umbrella that are required for SeaPower 21. The new platform is central to the Navy's role in
future military strategy.

The scope of this architecture, in the context of Navy Open Architecture, is what Joint Battle
Management Command and Control (JBMC2) calls the “information layer,” as illustrated by
Figure 1, taken from [39].

Navy Open Architecture specifications and guidance deal with the physical, transport, and
application layers [57], in particular with respect to data, and with OMG middleware such as
DDS. The scope of this project is creation of an information layer, rigorously structured into an
ontology layer and, beyond that, additional structure, and mechanisms for that ontology layer to
provide a foundation as an inference network.

1.1 Missions and Mission Environments

The overriding imperative in designing new, more robust methods of data fusion is driven by
significant changes in the composition, command and control, and speed of events in the
modern battlefield. The ‘traditional’ role of the navy has changed as ‘Joint’ operations have
matured. No longer does the Navy ‘go to war’ on its own. Instead, Joint Operations, Joint Task
Forces, and Joint Planning & Execution decide the eventual mix in any given scenario, with the
Naval Forces providing execution of their assigned roles, often within a broader context that
includes other service elements in similar or complementary roles.

1-1
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Additionally, operations are now stated in terms of hours, or even minutes of preparation
depending on the assigned target of opportunity. That target may be identified by one service
element, passed along in the intelligence chain by another, and executed by yet another
branch. Thus, data—clear, unambiguous data—become critical at all levels, and especially in
real-time operations. There is no time for extensive translation and analysis; the data must be
pushed toward those subscribers who have need for it, even in the circumstance that the data
is not ‘perfect’ or that the data has not been pre-cleansed to remove unneeded artifacts.

In this age of joint application of force to given situations, data fusion at all levels becomes
critical to success. Missions and mission environments are expressed first in terms of the
capabilities that must be brought to bear to ensure the enemy does not succeed. Capabilities,
in turn are executed through assets available on the battlefield that, given appropriate mission
data, can contribute to mission execution. Mission data is provided through interfaces that can
receive data, or channel data to recipients in a manner that is both acceptable and
understandable.

Many of the legacy systems that exist in the Navy, and throughout DOD and the Coalition
partners in given actions was built to serve specific purposes, some of which have been
subsumed into larger capabilities, such as Time-sensitive Targeting (TST), Joint Forcible Entry
Operations (JFEO), Common Operating Picture (COP) or Integrated Logistics (IL). These joint
capabilities, as they are defined in the Joint Battle Management Command and Control
Roadmap, are sets of assets, present and future, clustered in development and execution, to
provide the level of response desired. Assets can be from any Military Service, and may vary
over time in the intensity of use, but rely on the ability to use and understand data from
disparate uses to execute the mission. Importantly, it is expected in this changing environment
that there will be needs for individual applications and systems, closely integrated systems of
systems (SOS), and more loosely associated families of systems that share some
interoperability, but not all—relying on translation for validation of data to be used.

This study suggests that there are varying levels of data fusion that will be required. These are
discussed below.

1.2 Fusion

Data fusion is a process for associating, correlating and combining data, information, and
knowledge from multiple sources to achieve refined position and identity estimates of entities in
a battlespace; and complete and timely assessments of the significance of those entities in
terms of the overall tactical or strategic situation and specific threat relations among entities at
varying levels of aggregation. The process should be characterized by continuous refinements
of estimates and assessments, and by ongoing evaluation of the need for additional sources or
modification of the process itself to achieve improved results.
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Figure 2. JDL Fusion Levels and Main Related Processes and Estimates

— Fusion Level 0: Sub-Object Data Assessment. Sub-Object Data Assessment is the
estimation and prediction of signal/feature states on the basis of pixel/signal level data
association and characterization.

-~ Fusion Level 1: Object Assessment. Object Assessment is the estimation and prediction
of the states of different entities based on observation-to-track association, continuous
state estimation (e.g., kinematics) and discrete state estimation (e.g., target type and ID).

— Fusion Level 2: Situation Assessment. Situation Assessment is the estimation, inference,
and prediction of relations among entities to include force structure and cross force
relations, communications and perceptual influences, and physical context.

- Fusion Level 3: Impact Assessment. Impact Assessment is the estimation and prediction
of the effects on situations of planned or predicted actions by the participants; to include
interactions between action plans of multiple players, and assessed susceptibilities and
vulnerabilities to possible threat actions given one’s own planned actions.

— Fusion Level 4: Process Refinement. Process Refinement, related to resource
management, is the adaptation of data acquisition systems, methods, and processing to
support mission requirements based on recognition of evolving mission needs.

The key to successful fusion is to move from large amounts of initially uncorrelated and
uncertain data - to a smaller set of non-redundant information with known probability
parameters - to a cogent body of knowledge allowing commanders to make decisions. In trying
to achieve this seamless flow to the commander, intelligence stovepipes and JDL Fusion levels
can both become artificial restrictions to the flow. While there is clearly a “fusion vector” up and
down which information flows, the categories of activities along the vector are not clearly
demarcated. The lines between intelligence analysis and decision support, or between situation
assessment and threat analysis, are neither clear nor useful. The key to our approach is the
implementation of a powerful and general information architecture that will allow individuals and
applications to apply varying technologies at various places along the fusion vector — and then
generate results that can be easily shared with other individuals and applications.

As one moves along the fusion vector from object analysis toward impact analysis the
applicable techniques predictable range from more mathematical/statistically-based to more
cognitive/knowledge-based. At the object analysis end we apply signal processing techniques
and then estimation techniques such as Bayesian Nets, Maximum A Posteriori Probability (e.g.,
Kalman Filters, Bayesian), and Evidential Reasoning). Higher levels of inference require
decision level techniques such as Neural Nets, Cluster Algorithms, or Fuzzy Logic. Even higher
levels of inference require knowledge-based techniques such as Expert System, Scripts,
Frames, Templates, Case-based Reasoning, or Genetic Algorithms. Clearly as we move up to
higher levels of inference we encounter less mature technologies. The only way we can
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efficiently experiment with and mature these technologies is by implementing an architecture
that makes it easy to share data across fusion levels and to swap in various algorithms for
analysis.

1.3 Tracking Database Operations

Tracking databases typically must perform:

a. New. Occurs when new objects enter the surveillance region, when objects that are in
the region are newly detected, or when objects are created in the region such as a
missile launch. An aberrancy is to create a new track that is false. New track
operations involve assigning reference numbers and initializing object attributes. Lack
of DBMS services, such as identifier assignment and management - along with business
rules preventing such problems as identifier collision - have caused BMC2 errors.

b. Drop. Occurs when objects leave the region, when objects are no longer detected, or
when they cease to exist (e.g., are destroyed), or join back up with a main object. An
aberrancy is to drop a track that is still in the region and still have BMC2 interest. Drop
operations must follow certain business rules (e.g., STANAG 6016 prohibits dropping
engaged tracks) and must be complete. Many BMC2 errors are caused by incomplete
dropping of tracks due to the unavailability of DBMS services such as cascaded deletes
and synchronization.

c. Update. Occurs when new measurements or other information about the object is made
available (e.g., published).

d. Correlate and / or Merge. Two tracks are now realized to be the same object. This can
be the result of an aberrancy correction or can be the result of multiple reporting nodes.
In the latter case, aberrancies are to correlate two tracks that are actually difference
objects (false correlation) or to believe that two tracks represent two distinct objects
when in fact there is only one (dual designation). The database operation is
complicated because it involves a drop of one track and merging of its data into the kept
track. Which data to keep can be an issue and in some cases may involve complex
merging (e.g., LMS). In some cases, a track cannot be dropped and a link has to be
made. Lack of DBMS services to manage links has been a source of many BMC2
errors.

e. Associate. Can mean a measurement is caused by an object, so the measurement is
associated with the object. This involves either maintenance of a link or incorporation of
the measurement data into the track.

f. Pair. A mission linkage, e.g., weapon-target pairing, flight leader / wingman
relationship, etc. Again a linkage is maintained that DBMS services could do well.

1.4 Track and Reference Files

In many Command and Control systems, the track file is a flat file (or set of flat files) that
references the intelligence files to infer identification (class, type, allegiance, nationality) and
associations (e.g., 3™ party targeting). In the case of GCCS, the full MIDB, EWIR, and other
S&TI databases reside in a COTS DBMS. The architectures, in simplified form, are as shown
in Figure 3. The problem with the architecture was noted by GCCS developers [34][24] and by
the proposed associate investigator during research into Bayesian networks for ESM/ELINT
fusion [46], namely, that the track file and the intelligence database often refer to the same
objects and their attributes. It is simple and natural for a human fusion expert to see
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fusion processes, particularly those defined

Figure 3. Conventional C2 System
Architecture

Data

as Levels 1-3 fusion. For purposes of this

proposal, “high-volume data access” means that the volume of data access is large enough that
the data access time could cause the input transaction job or processing queue to exceed
operational requirements and that special design consideration must be given to either special
data access techniques (e.g., hashing) or managing the job queue (e.g., pruning).

At level 1, it is often necessary to access many association or correlation candidates for
goodness-of-fit testing. In a system with 2000 track file capacity, hundreds may fall within an
input track report in dense areas. This happens often because for applications such as air
traffic control, tracks are clustered in airways and around cities and airports; they are not
uniformly distributed across the surveillance area. Even in currently deployed systems, the
design must account for thousands of accesses per second [47]. At level 1, it is also often
necessary to access many archetypes and currently known instances for target identification
processing. For example, in a theater-level system, hundreds archetypes and instances can be
required to be accessed per second [46]. Level 2 and 3 fusion processes can also have high
access demands as reference and track files are referenced to discern patterns that could lead
to level 2 and 3 knowledge.

Because of the high-volume data access for these types of fusion processes, the data must be
maintained in computer RAM in applications-dependent data structures and accessed with
special hash and search algorithms. Early radar trackers used hash by target range and
bearing. As the fusion systems evolve to higher level fusion and the need to input and
reference more types of data in ever greater quantities, the use of Data Base Management
Systems (DBMS) such as Oracle or Microsoft's SQL Server offers many benefits. However,
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these have been out of the question for fusion applications primarily because a single disk
access can greatly exceed the entire timing budget for accessing all candidates. Because of
this performance limitation, fusion system developers must build their own data access and
handling software.

“Real-time” is often used synonymously with what might be called “fast-time”, meaning, the
processing is done quickly, or more precisely, within some allotted time period [81]. This differs
from a more purist definition of real-time computing that would address determinism, that is,
that ability of the computing system to respond assuredly at a specified time, to a specific level
of precision less than a millisecond. For Levels 1-4 fusion there is rarely a requirement for this
type of real-time; rather, ‘fast-time’ is usually what is required. An example of several-thousand
track fusion systems running in non-real-time, or “general purpose”, operating systems are