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Briefing Outline
• Lessons Learned About:

– Deciding that you need an Integrated 
Architecture Database

– Managing Architecture Data
– Building an Integrated Architecture 

Database
– Using an Integrated Architecture 

Database
• Summary and Conclusion
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Three Levels of Architecture 
Integration

• Stand-alone
– Architecture “Gurus” or SMEs develop and 

promulgate for implementation
• Distributed

– Multiple architecture teams work toward and 
interoperable solution

• Enterprise
– All parts of the enterprise within the 

architecture space collaborate on 
information, issues, and decision-making, 
whether they are ‘architects’ or not. 
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Standalone

Pro’s
• Easiest, quickest, 

and cheapest
• Sufficient for non-

complex 
architectures
– Size
– Issues

• Very good when 
solution is known and 
just needs to be 
documented

Con’s
• Solutions are 

typically non-
interoperable

• Redundant effort
• Mirrors “stovepiped” 

systems
• Don’t scale well
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Distributed

Pro’s
• Split the job into SME 

teams
• Reduces complexity 

by breaking up the 
job

• Less stovepiped

Con’s
• Coordination on 

terms and objects
• Reconciliation of 

different conclusions
• Redundant effort
• Re-entry of ADS data
• Value not recognized 

by rest of enterprise
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Enterprise

Pro’s
• Holistic – many of the 

interdependent 
variables accounted for

• Becomes an Enterprise 
decision resource
– Reduce ad-hoc and 

often redundant data 
calls

• Sub-enterprise 
architectures ‘borrow 
from’

Con’s
• Most expensive
• Difficult to demonstrate 

ROI up front
• Requires data 

management
• Requires solving the 

ADS problem
• Requires semantic data 

standards
• Sustain/maintain

– Sr. Level Commitment
– Refresh
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Qualities of an Integrated 
Architecture Database (IAD)

• Consistency:
– Within a product by levels of abstraction
– Across products
– Across Inter-project teams, mission areas, capabilities, 

functional areas, etc.
– Inter-agency

• Easier to maintain and keep validated
• Relates to other enterprise data
• Multi-perspective views and re-use
• Authoritative Data Source Interfaces
• Real-time Decision Support
• Multiple Tools Interfaced to Common Repository
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Acquisition Authority o A A s s A
Sub (Service) CIO's s s s s s
Functional Area Mangers s A A A s s A s s
Functional Data Managers A A
Echelon 2 Chief Engineers & CIO's s s s s A s s
Program Managers s s s s s s
Doctine and Training Commands A A s s A

Taxonomies

Architecture Data

Triggers / Events
(to processes, nodes, systems, correlation)

Technology Areas
(Tech programs applic to systems, system functions, FLUPs, 

Op Nodes
(Needlines, Command Relationships, Info Rqmts, FLUP rqmts)
Activities/Tasks
(Activitylines, Sequences, Activity Info Rqmts)
Information
(Data mapping, System / App, System Function, FLUP interfaces)
Data
(System / App, FLUP, System Function interfaces)
Systems/Apps
(Interfaces, Functional allocation, Performance & Tech Stds, 
System Functions
(Funcational design, perf characteristics, tech stds per function)
Performance Characteristics
(relate to Tech Stds, spec for FLUPs)
Technical Stds
(Interdependency, spec to FLUPs)
Facilities / Locations / Units / Platforms
(FLUP interfaces)

(symmetric)

Integrated 
Architecture 
Data Mgmt
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Taxonomies Relationships to 
Architecture Reports

The dictionary of words or terms used in the architecture
The Enterprise common terms of reference
The Enterprise essential elements of architecture
The categories and composition of those objects and elements

Taxonomies =

OV2
OV5

OV3

OV7

SV4p1

SV5
SV1p2/3

SV1p1b

TV1

SV7
SV8

SV11

SV9

TV2
SV6p1SV1p1

SV4p2

SV6p2

Mapping 
Metadata to 

Info.
Elements

10.  
Technologies

Taxonomy

10.  
Technologies

Taxonomy

OV4

1.  Op 
Nodes

1.  Op 
Nodes

2.  Processes / 
Activities

2.  Processes / 
Activities

3.  Info.
Elements
3.  Info.

Elements

4.  
System

Functions

4.  
System

Functions

6.  
Platforms 
/ Facilities 
/ Units / 

Locations

6.  
Platforms 
/ Facilities 
/ Units / 

Locations
7.  Systems
Taxonomy

7.  Systems
Taxonomy

8.  
Technical

Stds.
Taxonomy

8.  
Technical

Stds.
Taxonomy

SV2

SV6p1SV1p2/3

9.  Performance
Attributes

9.  Performance
Attributes

SV1p2/3 = System Interface Description, Intranodal and Intrasystem
SV6p1SV1p1 = System Information Exchange Description, Internodal
SV6p1SV1p2/3 = System Information Exchange Description, Intranodal and 
Intrasystem

Reports Subparts Legend:
SV4p1 = System Functions Taxonomy
SV4p2 = Function Information Flow Spec./Desc.
SV4p3 = Functional Allocation
SV1p1a = Operational Node PFU Operation Rqmts/Desc.
SV1p1b = System Interface Description, Internodal

SV4p3

SV1p1a

Reports

Enterprise
Taxonomies

OV6

SV10

5.  Triggers / 
Events

Taxonomy

5.  Triggers / 
Events

Taxonomy
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OPERATIONAL NODES - Organizations,
Organization Types, and Occupational

Organizations

NGO - Non
Governmental
Organization

UN -
United
Nations

FOREIGN
US GOVT - United
States Government

US STATE GOVT

ANG - Air
National
Guard

 Executive
Departments
and
Agencies

Other United
States
Government
Agencies

Foreign Military -
Foreign Military

ALLIED - Allied
Forces

 Foreign Maritime
Organizations

UK - United
Kingdom

Red Cross

 Organization Types

EDU -
Education

HUM -
Humanitarian

MED - Medical
Org Types

PUBLIC -
Public

COM - Commercial
and Government

Vendors

GOV -
Government

MIL - Military
Operations Org

Types

 Planning
Organization Types

Joint Planning (includes
Combined Planning)
Doctrine

BASE ORG
TYPE

CINC ORG
TYPES

COALITION
Org Types MAGTF

NCA - National
Command Authority

Non-Navy
Combatant Ships

SHIP ORG
TYPE

JTF

 AIRCRFT ORG
TYPE

BG / ARG / SAG
ORG TYPE

INTEL

HN - Host
Nation

ISC  -
Integrated
Support
Commands

 Embassy's
Org Types

LE - Law
Enforcement LOG -

Logistics

 METOC
Org Types MARITME

 FINANCE
Org Types

INDUSTRY-
Commercial
Shippers and
Tenders

UNIV -
Universities
& Colleges
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• DoD designed (CADM)
• Open

An Implementation

A Database

                                                    Functions  -->>>
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1.1.1 - (AADC) AREA AIR DEFENSE COMMANDER SYSTEM � �

1.1.7 - GCCS � �

1.2.1 - (AWS) AEGIS WEAPONS SYSTEM � � � � � � � � �

1.2.12 - AN/USG -2(V) Coope ra tive  Engage me nt Ca pa bility (CEC) � �

1.2.17 - MC (E-2C) � � �

1.2.18 - MC(F-14) � � � � � �

1.2.19 - MC(F/A-18 C/D) � � � � � �

1.2.20 - MC(F/A-18 E/F) � � � � � �

1.2.21 - MC(J SF) � � � � � �

1.2.22 - MCU (E-2C) �

1.2.3 - (NTDS) Na va l Ta ctica l Da ta  Syste m � �

1.2.4.1 - Ship Se lf Defe nse  Syste m, MK 1 MOD 0 � � � � � � � �

1.2.4.2 - Ship Se lf Defe nse  Syste m, Mk 2 � � � � � � � �

1.2.9 - AN/SYQ-20(V) Adva nce d Combat Dire c tion Syste m � � � � � � � � �

10.1 - Adv. Se nsor Ne tting � �

10.10 - NUCAV + EO/IR �

10.11 - Re a ctive  Warhe ad �

10.12 - SBIRS - Low �

10.13 - SM-3 �

10.14 - SM-5 �

10.15 - TAMD Ra da r S � �

10.16 - TAMD Ra da r X � �

10.17 - UESA �

10.18 - VSR �

10.2 - Auto ID �

10.3 - CCID �

Overlap Co unt 46 10 10 4 10 4 3 5 18 12 12 15 5 28

Taxonomy and 
Mapping Tools

Biz Process 
Modeling Tools

FoS / SoS / and 
System / App 

Characterization 
Tools

Interface and 
Comms 

Characterization 
Tools

System / App 
Requirements 

Tools

Reporting and 
Diagramming 

Tools

Export, Import, 
and Shared Data 

Tools

Taxonomy and 
Mapping Tools

Biz Process 
Modeling Tools

FoS / SoS / and 
System / App 

Characterization 
Tools

Interface and 
Comms 

Characterization 
Tools

System / App 
Requirements 

Tools

Reporting and 
Diagramming 

Tools

Export, Import, 
and Shared Data 

Tools

Set of Applications

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

Expensive to developExpensive to develop

Cost is nominalCost is nominal
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GUI vs. Data Structure

is performed at is cited for

is associated withis used to support

is ordinate for is subordinate tois parent foris child for

is Node 2 foris Node 1 for

PROCESS-ACTIVITY-ASSOCIATION ORGANIZATION-TYPE-ASSOCIATION

NODE-ASSOCIATION

NODE

NODE-ORGANIZATION-TYPE

ORGANIZATION-TYPE

NODE-PROCESS-ACTIVITY

PROCESS-ACTIVITY

17454

14515

7328 2238

7328

2238
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Specifying the Needline for a 
‘partial IER’ implied by an 
Activity Model artifact, 
constrained to just those 
Needlines consistent with 
other data declarations

Specifying the 
Event/Trigger(s) for an IER, 
from the “Events” taxonomy.
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CSC6

CSC5

CSC4

CSC3

CSC2

CSC1CSCn
CSC16

CSC14

CSC13

CSC12

CSC11

CSC10
CSC9

CSC8

CSC7

Ways to Access the Integrated 
Architecture Database

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies TSC6

TSC5

TSC4

TSC3

TSC2

TSC1TSCn
TSC16

TSC14

TSC13

TSC12

TSC11

TSC10
TSC9

TSC8

TSC7

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

COTS6

COTS5

COTS4

COTS3

COTS2

COTS1COTSn

COTS16

COTS14

COTS13

COTS12

COTS11

COTS10

COTS9
COTS8

COTS7

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

COTS

TSC2 TSC3

TSC6

CSC5

CSC4

CSC3

CSC2

CSC1CSCn
CSC16

CSC14

CSC13

TSC12

TSC11

TSC10
TSC9

TSC8

TSC7

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

M&S COTSn

M&S COTS1

ACOTSn

ACOTS1

O-COTSn

O-COTS1C-COTS1

C-COTSn

PD1

PDn

~$0-COTS1

~$0- COTSn

ADS1

ADSn
GOTSn

GOTS1

CSC = 
Custom 
Software 
Component

TSC = 
Translation 

Software 
Component

• O-COTS = 
Office COTS
• C-COTS = 
Common
• PD = Public 
Domain
• A-COTS = 
Arch COTS
• ~0$-COTS = 
Unlimited Right 
to Distribute
• ADS = 
Authoritative 
Data Source
• M&S COTS = 
Modeling & 
Simulation

Dashed = 
import / 
export

TSC1

TSC6

TSC5

TSC4

TSC3

TSC2

TSC1TSCn
TSC16

TSC14

TSC13

TSC12

TSC11

TSC10
TSC9

TSC8

TSC7

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies

Facilities, 
Locations, 
Units, and 
Platforms

FLUPs

Standards

Performance

FunctionsSystems

Data Information

Tasks / ActivitiesOrganizations

Technologies
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JCCX OV-2 Fragment, generated from 
CADM data using “DOT”
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Fragment of 
Navy C4ISR SV-
2 AutoCAD file, 
auto-generated 
from CADM data 
to AutoCAD 
using AppliCAD

Fragment of 
Navy C4ISR SV-
2 AutoCAD file, 
auto-generated 
from CADM data 
to AutoCAD 
using AppliCAD
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DON Integrated Architecture 
Database and CADM
From the development view

Pro’s
• Powerful and expressive model

– Object class hierarchy provides 
tremendous capability at 
relatively little complexity

• Enforces proper architecture 
object relationships and 
semantics

• Being based on DoD data 
standards, should support 
interfacing to ADS’s

• Auto-generate DB from CADM 
physical model

Con’s
• Hard to program applications 

to handle
– Inheritance, Rollup-Drilldown 

rules
– Recursive entities to 

hierarchy trees
• “Live” interface to graphics 

and modeling tools is difficult 
to infeasible

• “ADS’s” typically are non-
compliant with DoD data 
standards
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Rollup/Drilldown

• A key feature of the architectural approach
– Allows data developed at one level of abstraction (or 

composition) to imply data at another level
• Problem

– Rules don’t exist (Navy has proposed some)
– Very hard to program

• But ignoring causes inconsistent results at different levels
– a common problem in CASE tools

Justice Dept

DEA

DoD

JTF-4

implies 
DoD and Justice 

have a requirement 
to interact

the requirement for 
JTF-4 and DEA to 

interact

Simple Example # 1
the fact that FO’s 

require this information 
(doctrinally)

Forward 
Obs Org 

Type

Target pos & vel
Own pos

Assets avail

Actual FO1
Actual FO2
Actual FO3

implies these specific 
FO’s do?

Simple Example # 2
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Experience with Architecture Data 
Import / Export Translation Software

• “New” imports
– How does the importer know if it is new or update?

• How does it know what architecture is being updated?
• How does it know if the source has the authority to overwrite?

– What happens when a biz rule is violated?  Abort?
• Update imports –

– How to tell the importer about deleted items
– How to tell the importer about a subset or different “slice-and-dice” that is 

being imported
• Export generation

– How to get CADM data exported?
– How to tell what to export, in terms of product, level of detail, and scope
– What exporter should do if export is rejected
– How to re-import
– How to generate exports for custom reports and diagrams

• Taxonomies
– How to force external tools to comply

Import / export translation can be harder than apps developmentImport / export translation can be harder than apps development
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Integrated Architecture Database 
and CADM

From the User’s View
Pro’s

• Enforces consistency so 
don’t have to reconcile 
later

• Allows reuse and “slicing 
and dicing” the data by 
mission area, functional 
area, capability, etc.

• Open so ad-hoc reports 
and queries can be run or 
interfaced to other tools 
for analysis

Con’s
• Referential integrity rules 

require all objects to be defined
• Multi-use of taxonomies 

requires collaboration and CM; 
require continuous data quality 
and integrity monitoring

• Shared architecture data 
requires authority to see, 
change, and CM

• CADM misunderstanding
• Custom reports and diagram 

styles – you have to know 
CADM

• Data management and 
repositing cultural issues
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Select Taxonomic 
elements in scope 
of architecture

Select architecture 
data set(s) to share 

data with
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Summary

• An Integrated Architecture Database is more than 
“just” a database
– The database is not the hard part to build

• Data Management is required
– Multiple authoritative data sources
– Collaboration on taxonomies

• Presentation vs. Structure
– Must have an application to access the data
– There is no simple solution to the application problem; you 

will wind up building a bunch of software
• Users

– They “do and don’t” like the CADM structure
– Hard to prove the ROI up front
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Conclusions

• If your objective is an integrated architecture:
– The database must have certain features (Slide 7)
– All the usual data management challenges apply
– Enterprise taxonomies, collaboratively developed, 

validated, maintained, and managed, are essential
– Applications to access the database have to be built

• Custom
• Translators to/from COTS and GOTS
• Hybrid

– Rules, e.g., rollup/drilldown, need to be developed
– Users need indoctrination
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